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Dense 3D Reconstruction
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Point Clouds

Map
representation 3D Topology? Lightweight? Filters  

Noise/Outliers? Semantics?

Point Clouds ❌
✓/❌  

No, if Dense X ✓/❌  
No, if Sparse
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Point Clouds

Map
representation

3D 
Topology? Lightweight?

Filters  
Noise/

Outliers?
Semantics? Generality

Point Clouds ❌
✓/❌  

No, if Dense X ✓/❌  
No, if Sparse ✓
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Geometric Primitives
Point, lines, planes

[Kaess 2015]

[Lu et al. 2015]

[Thrun et al.  
2004]

Map
representation

3D 
Topology? Lightweight?

Filters  
Noise/

Outliers?
Semantics? Generality

Point Clouds ❌
✓/❌  

No, if Dense X ✓/❌  
No, if Sparse

✓

Geometric 
primitives ❌ ✓ ✓ ✓/❌  

No, if Sparse ❌
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Object-based Maps

Map
representation

3D 
Topology? Lightweight?

Filters  
Noise/

Outliers?
Semantics? Generality

Point Clouds ❌
✓/❌  

No, if Dense X ✓/❌  
No, if Sparse

✓

primitives & 
objects ❌ ✓ ✓ ✓/❌  

No, if Sparse ❌

[Salas- 
Moreno et al, 

2014]
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Volumetric Methods: Voxels/Octrees

Advertise VoxBLOX

[Oleynikova, ICRA’17]

Map
representation 3D Topology? Lightweight? Filters  

Noise/Outliers? Semantics? Generality

Point Clouds ❌
✓/❌   

No, if Dense
X ✓/❌   

No, if Sparse
✓

primitives & objects ❌ ✓ ✓ ✓/❌   
No, if Sparse

❌

Voxels ✓ ✓/❌  
No, if small voxel

✓ ✓/❌  
No, if large 

voxel

✓
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Meshes

Map
representation

3D 
Topology

?
Lightweight?

Filters  
Noise/

Outliers?
Semantics? Generalit

y

Point Clouds ❌
✓/❌   

No, if Dense X ✓/❌   
No, if Sparse ✓

primitives & 
objects ❌ ✓ ✓ ✓/❌   

No, if Sparse ❌

Voxels ✓ ✓/❌  
No, if small voxel ✓ ✓/❌  

No, if large voxel ✓

3D Mesh ✓ ✓ ❌ ✓ ✓
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• Final thoughts

2015
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2017

2016
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Multi-view Stereo

Time 0 Time 1
Time 2

Time t

From previous lectures: we know how to use SLAM to  
get a good estimate of the poses of the cameras 

[courtesy of N. Snavely]
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Multi-view Stereo
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Multi-view Stereo



15[Furukawa and Ponce, “Accurate, Dense, and Robust Multi-View Stereopsis”,  2007]

Estimate normal and center of patch to maximize  
photometric consistency:

Multi-view Stereo

Example of matching score:

Image 
Intensity

Matching 
Score

3D pointRectangular 
Patch

Projection 
To camera

Patch-based  
methods:

1−
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Enforcing regularity: Markov Random Fields 
Find depth kp of point “p” such that point is photo-consistent and  
depth changes smoothly..

Multi-view Stereo

Unary potentials 
(similar to previous slides)

Pairwise potentials

Depth is typically discretized  
before solving..
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How Accurate is Multi-view Stereo?

Many methods: volumetric stereo, space carving, 
Shape from silhouettes, carved visual hull



Today
• Dense Reconstruction 
- 3D representations 
- (Some) Multi-view Stereo 
- Depth fusion 

• Final thoughts

2015

2011

2017

2016



Surfels

note: based on RGB-D (contrarily to multi-view stereo)



A Gentle Start: 2D Occupancy Grid Maps

Line Features

= free = obstacle  = unknown

• discretize the environment into cells 
• Each cell holds real number [0,1], representing 

the probability of the cell being occupied 

Unknown 
Map

Map posterior

Known sensor 
Depth and robot poses



Line Features

A Gentle Start: 2D Occupancy Grid Maps

Binary value  
(free/occupied)

Bayes rule (omitting “x” for simplicity):

Probability 
of cell 

being occupied

Log-odd representation is typically 
used to avoid numerical instabilities

p(mi |z1:t+1) ==
p(zt+1 |mi)p(mi |z1:t)

p(mi)
Uninformative 

Prior



Truncated Signed Distance Function (SDF)

Line Features

Update rule:

• Store distance to  
nearest obstacle  
(with sign) 

• Only update around  
obstacle itself 
 
(implicit surface model)

[Curless and Levoy, “A Volumetric 
Method for Building Complex Models 

from Range Images”, 2007] 



GPU, memory …

Kinect Fusion (2011)



Kintinuous (2013)

[Kaess et al. 2013]

GPU, bounded memory …



VoxBlox (2017)

CPU, memory



From Voxels to Meshes

Line Features

https://www.youtube.com/watch?v=B_xk71YopsA

https://www.youtube.com/watch?v=B_xk71YopsA
https://www.youtube.com/watch?v=B_xk71YopsA


New Representations: Neural Implicit Surfaces

Line Features

Use neural networks to define an implicit surface 
representation 

(x,y,z) Signed distance 
To obstacles



Neural Radiance Fields or NeRF

Line Features

Use neural networks to regress not a signed distance 
function, but color -> rendering



Neural Volume Rendering

Line Features
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Robot Perception or Computer Vision?
Point clouds

Computer vision

Robotics

.. “a day on a 
cluster with 500 
compute cores”

50-100ms latency, 
embedded, 
incremental

No longer a dichotomy for many vision applications!



Robot Perception or Computer Vision?
Point clouds

Unordered 
Vs 

Sequential



Robot Perception or Computer Vision?
Point cloudsPerception serves action (and vice-versa!)



But why so many steps?
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